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TP semaine 8 : Analogie avec des embeddings distributionels

L’objectif de ce TP est d’observer les possibilités de raisonnement analogique dans un
espace obtenu par plongements lexicaux statiques.
Dans l’espace obtenu par plongement lexical du TP de la semaine 6, sélectionner 3 candidats
pour tester le raisonnement analogique, récupérer leurs embeddings dans la matrice terme-
terme (on prendra une valeur moyenne pour k, par exemple k = 4). Faire les additions
et différences vectorielles pour obtenir un vecteur dont on va rechercher les 10 voisins
les plus proches. Choisir des relations sémantiques (par exemple femme-fille+homme), des
relations morphologiques (par exemple cheval -le+les), des relations factuelles (par exemple
France-Paris+Italie).

Analogies Explained: Towards Understanding Word Embeddings
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Figure 1. The relative locations of word embeddings for the anal-
ogy "man is to king as woman is to ..?". The closest embedding
to the linear combination wK � wM + wW is that of queen. We
explain why this occurs and interpret the difference between them.

• Arora et al. (2016) propose a latent variable model for
language that contains several strong a priori assump-
tions about the spatial distribution of word vectors, dis-
cussed by Gittens et al. (2017), that we do not require.
Also, the two embedding matrices of W2V are assumed
equal, which we show to be false in practice.

• Gittens et al. (2017) refer to paraphrasing, from which
we draw inspiration, but make several assumptions that
fail in practice: (i) that words follow a uniform distri-
bution rather than the (highly non-uniform) Zipf dis-
tribution; (ii) that W2V learns a conditional distribu-
tion – violated by negative sampling (Levy & Goldberg,
2014b); and (iii) that joint probabilities beyond pairwise
co-occurrences are zero.

• Ethayarajh et al. (2018) offer a recent explanation based
on co-occurrence shifted PMI, however that property
lacks motivation and several assumptions fail, e.g. it re-
quires more than for opposite sides to have equal length
to define a parallelogram in Rd

, d > 2 (their Lemma 1).

To our knowledge, no previous work mathematically inter-
prets analogies so as to rigorously explain why if “wa is
to wa� as wb is to wb�” then a linear relationship manifests
between correponding word embeddings.

3. Background
The Word2Vec algorithm considers a set of word pairs
{(wik , cjk)}k generated from a (typically large) text corpus,
by allowing the target word wi to range over the corpus, and
the context word cj to range over a context window (of size
l) symmetric about the target word. For each observed word

pair (positive sample), k random word pairs (negative sam-
ples) are generated according to monogram distributions.
The 2-layer “neural network” architecture simply multiplies
two weight matrices W,C2Rd�n, subject to a non-linear
(sigmoid) function, where d is the embedding dimensional-
ity and n is the size of E the dictionary of unique words in
the corpus. Conventionally, W denotes the matrix closest
to the input target words. Columns of W and C are the
embeddings of words in E : wi 2 Rd (ith column of W)
corresponds to wi the i

th word in E observed as a target
word; and ci 2Rd (ith column of C) corresponds to ci, the
same word when observed as a context word.

Levy & Goldberg (2014b) identified that the objective func-
tion for W2V is optimised if:

w�
i cj = PMI(wi, cj) � log k , (1)

where PMI(wi, cj) = log p(wi, cj)
p(wi)p(cj)

is known as pointwise
mutual information. In matrix form, this equates to:

W�C = SPMI 2 Rn�n
, (2)

where SPMIi,j =PMI(wi, cj)�log k, (shifted PMI).

Glove (Pennington et al., 2014) has the same architecture
as W2V. Its embeddings perform comparably and also ex-
hibit linear analogical structure. Glove’s loss function is
optimised when:

w�
i cj = log p(wi, cj) � bi � bj + log Z (3)

for biases bi, bj and normalising constant Z. (3) generalises
(1) due to the biases, giving Glove greater flexibility than
W2V and a potentially wider range of solutions. However,
we will show that it is factorisation of the PMI matrix that
causes linear analogical structure in embeddings, as approx-
imately achieved by W2V (1). We conjecture that the same
rationale underpins analogical structure in Glove embed-
dings, perhaps more weakly due to its increased flexibility.

4. Preliminaries
We consider pertinent aspects of the relationship between
word embeddings and co-occurrence statistics (1, 2) relevant
to the linear structure between embeddings of analogies:

Impact of the Shift As a chosen hyper-parameter, reflect-
ing nothing of word properties, any effect on embeddings
of k appearing in (1) is arbitrary. Comparing typical values
of k with empirical PMI values (Fig 2), shows that the so-
called shift (� log k) may also be material. Further, it is ob-
served that adjusting the W2V algorithm to avoid any direct
impact of the shift improves embedding performance (Le,
2017). We conclude that the shift is a detrimental artefact of
the W2V algorithm and, unless stated otherwise, consider
embeddings that factorise the unshifted PMI matrix:

w�
i cj = PMI(wi, cj) or W�C = PMI . (4)

Figure M.1 – Graphique sur la fameuse analogie homme/femme|roi/x, version de
Allen et Hospedales (2019)

woman � queen queen � woman king � man man � king
+ man + king + queen + woman
king 0.749 man 0.733 woman 0.745 son 0.728
prince 0.708 who 0.712 beautiful 0.726 queen 0.716
kingdom 0.694 men 0.711 girl 0.672 elizabeth 0.710
victoria 0.644 whom 0.708 my 0.655 brother 0.706
scotland 0.643 killed 0.685 lady 0.646 emperor 0.699
wales 0.640 person 0.676 she 0.628 wife 0.693
lord 0.638 young 0.673 thing 0.613 henry 0.691
great 0.627 himself 0.639 good 0.606 younger 0.686
elizabeth 0.622 said 0.637 her 0.595 daughter 0.681
throne 0.614 father 0.636 naked 0.592 prince 0.665

Table M.1 – Quelques calculs analogiques réalisés avec la démo de GloVe (https:
//github.com/stanfordnlp/GloVe) avec les 10 mots les plus proches
par distance cosinus du point obtenu par l’opération additive sur les
vecteurs.


